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Abstract: The Jiangmen Underground Neutrino Observatory (JUNO) is a multi-purpose neutrino experiment un-

der construction in South China. This paper presents an updated estimate of JUNO’s sensitivity to neutrino mass or-

dering using the reactor antineutrinos emitted from eight nuclear reactor cores in the Taishan and Yangjiang nuclear

power plants. This measurement is planned by studying the fine interference pattern caused by quasi-vacuum oscilla-

tions in the oscillated antineutrino spectrum at a baseline of 52.5 km and is completely independent of the CP violat-

ing phase and neutrino mixing angle #,;. The sensitivity is obtained through a joint analysis of JUNO and Taishan

Antineutrino Observatory (TAO) detectors utilizing the best available knowledge to date about the location and over-
burden of the JUNO experimental site, local and global nuclear reactors, JUNO and TAO detector responses, expec-
ted event rates and spectra of signals and backgrounds, and systematic uncertainties of analysis inputs. We find that a
30 median sensitivity to reject the wrong mass ordering hypothesis can be reached with an exposure of about 6.5

years x 26.6 GW thermal power.
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I. INTRODUCTION

The discovery of neutrino oscillations [1, 2] is often
considered one of the most direct pieces of evidence of
new physics beyond the Standard Model of particle phys-
ics. The solar neutrino deficit problem [3], first observed
by the Homestake experiment [4], was decisively re-
solved by the SNO experiment in 2002 using simultan-
eous measurements of charged and neutral current inter-
actions on deuterium, as well as the elastic scattering pro-
cess on electrons [5, 6]. This was later confirmed by the
KamLAND long-baseline reactor v, disappearance exper-
iment [7]. Meanwhile, the atmospheric neutrino anomaly
observed by several experiments [8—10] was unambigu-
ously resolved by the Super-Kamiokande experiment in
1998 [11] and later confirmed by the K2K long-baseline
accelerator v, disappearance experiment [12]. Both the
solar and atmospheric neutrino anomalies can be ex-
plained by the transformation of electron and muon neut-
rinos into other neutrino flavors as they propagate from a
source to a detector [13].

In the standard three-flavor neutrino framework, the
neutrino flavor eigenstates (v,, v,, v,) are connected with
the mass eigenstates (v;, v,, v3) via the lepton flavor mix-
ing matrix, also referred to as the Pontecorvo-Maki-Nak-
agawa-Sakata (PMNS) [14, 15] matrix, Upyns

Ve Vi
Vu = Upmns V2 > (D
Vr V3

where the standard parametrization of U pyys 1S given by
[13]

1 0 0 C13 0 5136_16(:})
Upmns=| 0 ¢ 53 0 1 0
0 —s23 23 —s;ze’ 0 13
C12 S12 0 ei”‘ 0 0
X —S12 C12 0 0 ei’" 0 B

0o 0 1/ \0 o0 1
(@)

where the notations c¢;; = cos§;; and s;; = sin#;; are used. A
nontrivial value of the Dirac CP phase, dcp, results in the
violation of the charge-conjugation-parity (CP) sym-
metry in neutrino oscillations. Here, n; (i = 1,2) are the
Majorana CP phases that are physical only if neutrinos
are Majorana-type particles and play no role in neutrino
oscillations [16].

The calculation of neutrino oscillation probabilities
also involves three mass squared differences defined as
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Aml=mi—m; (i,j=1,2.3,i> ), 3)

where m; is the rest mass of the mass eigenstate v;. Note
that two of the three mass squared differences are inde-
pendent in the three-flavor neutrino framework. The three
mixing angles 65, 6, 613 and two independent mass
squared differences Am3, and |Am3,| (or equivalently
|Am3,|) have been measured with a precision of a few per-
cent [13]. In the solar sector, Am3, is predominantly de-
termined by the KamLAND reactor v, disappearance ex-
periment [17], whereas 6;, is primarily measured by a
combination of the solar neutrino experiments, such as
SNO [18] and Super-Kamiokande [19]. In the atmospher-
ic sector, |Am3,| and 6,; are primarily constrained by the
v, and ¥, disappearance accelerator and atmospheric
neutrino experiments such as NOvA [20], T2K [21], Su-
per-Kamiokande [22], and IceCube [23]. The mixing
angle 6,3, which connects the solar and atmospheric sec-
tors, is best measured using the v, disappearance reactor
experiments, Daya Bay [24, 25], Double Chooz [26, 27],
and RENO [28, 29]. The sign of Am}, (or Am?,), which is
connected to the neutrino mass ordering (NMO) problem
[30], and the value of the CP phase 6 cp [31] are the two
major unknowns in the three-neutrino oscillation frame-
work. Although some preliminary experimental hints ex-
ist [20-22], a conclusive determination must likely wait
for the next generation of neutrino experiments.

In literature, the neutrino mass eigenstatesv;, v,, and
vy are defined with decreasing v, flavor content (i.e.,
|Ua? > |Upl* > |Ugsl?) [32]. Am3, >0 is determined
through the Mikheyev-Smirnov-Wolfenstein (MSW)
matter effect [33, 34] of neutrino flavor conversion meas-
ured in solar neutrino experiments [35]. Thus, whether
my <my < mjy (normal ordering, NO) or m; < m; <m, (in-
verted ordering, 10) is to be determined experimentally as
both scenarios are compatible with the current data [30].
The determination of the NMO has significant implica-
tions in particle physics, nuclear physics, astrophysics,
and cosmology, including the origin of neutrino masses
and flavor mixing, neutrinoless double beta decay
searches [36], supernova neutrino flavor conversion [37],
nucleosynthesis [38], and cosmological probes of the ab-
solute neutrino mass scale [39]. Therefore, determination
of the NMO is one of the most important tasks of the next
generation neutrino oscillation experiments.

Analogous to the determination of the sign of Am3,,
the determination of the NMO via the MSW matter ef-
fect is the foundation for long-baseline atmospheric and
accelerator neutrino experiments, such as DUNE [40],
Hyper-Kamiokande [41], PINGU [42], and ORCA [43].
The Jiangmen Underground Neutrino Observatory
(JUNO), with a baseline of 52.5 km, uses a different ap-
proach through the interference effect of the quasi-vacu-
um oscillation of reactor antineutrinos, which is unique

and complementary to other neutrino oscillation experi-
ments.

The reactor antineutrino survival probability can be
expressed as

— =\ _ s 287 x4 s 2N
P, = V,)=1-sIn"20,,C\; sin" Ay
- sin2 26,3 (E%Z SiIl2 Az + 5%2 Sin2 A32)
= 1 —sin26,,¢1, sin® Ay
1. 257 s 2N s 2N
- Esm 20,5 <sm Az + sin A32>

1 ~ - - -~
) cos26,, sin? 26,5 sin Ay sin(Asy + Asp),

4)

where Cijj=cos6; and §;=sin6;, with 6,0, j=
1,2,3,i< ) being the effective matter-induced mixing
angles in U with the same parametrization as in Eq. (2);
Ajj = A} L/AE | with A}, being the effective matter-in-
duced mass squared difference; L is the baseline length;
and E is the neutrino energy. In the second and third lines
of Eq. (4), we reformulate the survival probability to
factor out the solar-dominated, atmospheric-dominated,
and NMO-sensitive terms, respectively. Note that the
quantities marked with a tilde symbol represent the ef-
fective parameters in matter, serving as counterparts of
their respective quantities in vacuum, which are obtained

by the diagonalization of the effective Hamiltonian Heg

| m 0 0 A 0O
77 - 2 T
ﬂeff °E U 0 my U 0 0 O
0 0 m 0 00
| VA
= U 2 Tt
E U 0 m ~() u'l,
0 0 m}
()
in which the matter potential 4 is derived as [33, 34]
A=2VIGNE~152x10% VY, 2. E_
e ' ¢ g/cm? GeV’

where Gy is the so-called Fermi constant, N, is the num-
ber density of electrons, Y, ~0.5 is the electron fraction
per nucleon, and p = (2.45+0.15) g/cm® is the estimated
average matter density with its associated uncertainty
[44]. Both the exact calculation and analytical approxim-
ations of the effective mass and mixing parameters in Eq.
(4) have been employed, and consistent results have been
obtained. Note that matter corrections to the v, survival
probability (e.g., around the 1% level for 6, and Am3,)
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cause a slight degradation in the NMO sensitivity and are
essential in the precision measurement of oscillation para-
meters [45, 46]. The reactor electron antineutrino surviv-
al probability at the JUNO baseline of 52.5 km is shown
in Fig. 1 (bottom). For illustration, the impact of oscilla-
tions on the antineutrino spectrum expected in JUNO un-
der the assumption of perfect energy resolution is shown
on top (more details are given in Section III). The values
of the neutrino oscillation parameters are taken from the
2020 release of the Particle Data Group (PDG 2020) [13]:
sin®0;, =0.307+0.013,  Am3, =(7.53+0.18)x 107° eV,
Am, = (=2.546*303)x 102 eV>  (10), Am2, = (2.453+
0.034)x 1073 eV? (NO), and sin*6;3 =(2.18+0.07)x 1072,
Figure 1 clearly shows that a spectral measurement with
high energy resolution is a prerequisite for determining
the NMO with reactor antineutrinos.

JUNO was designed primarily for this purpose using
a 20 kton liquid scintillator (LS) detector located approx-
imately 52.5 km from the Taishan and Yangjiang nuclear
power plants (NPPs) in Jiangmen City, Guangdong
Province, China. In this study, we update the NMO sens-
itivity in JUNO from the previous estimate given in Ref.
[47]. Only eight nuclear reactors are considered at the
distance of approximately 52.5 km instead of the ten as-

x103

—— No oscillations

[0.s}
(==}
s

***** Only solar term
Inverted Ordering
—— Normal Ordering

[=2)
[}
s

Arbitrary units, [MeV 1]
S
=l

DO
(=}
L

0 -
2104
5
@©
21N
5
a \ ~sin® 2615 '
5 0.5 W ! ~‘A7n§l{
= N —
5 1 N W S
S po et o ; :
2 3 4 5 6 7 8
Neutrino energy [MeV]
Fig. 1. (color online) Expected antineutrino spectra at the

JUNO detector under the assumption of perfect energy resolu-
tion (top) after 6 years of data taking with and without oscilla-
tions. The blue and red lines indicate the normal and inverted
ordering, respectively. The dotted line is scaled down by a
factor 7 for better visibility. The survival probability is shown
for the baseline of 52.5 km (bottom). The solar term refers to a
case in which only oscillations due to Am3, and sin?@;, occur,
i.e., sin?63 = 0. For this case, the value sin?6;, = 0.282 is used
to avoid the overlap with red and blue curves, and other oscil-
lation parameters are taken from PDG 2020 [13].

sumed in Ref. [47], when the JUNO experiment was con-
ceived. Considering the latest detector geometry, the in-
crease in the photomultiplier tube (PMT) detection effi-
ciency, and the latest PMT optical model [48], an im-
proved energy resolution model [49] was developed
based on the latest official simulation framework and is
used here. For the first time, we perform a joint analysis
of JUNO and its satellite experiment Taishan Antineut-
rino Observatory (TAO) [50], which provides a con-
straint of the reactor antineutrino spectral shape. Other
updates include the actual location and overburden of the
experimental site, new inverse beta decay (IBD) selec-
tion and muon veto efficiencies estimated using a full
simulation, the consideration of the atmospheric neutrino-
induced neutral current background and antineutrino flux
from the remote world reactors, and consideration of ter-
restrial matter effects. All these new inputs are described
in the following sections. This paper focuses on JUNO's
sensitivity to the NMO using reactor antineutrinos exclus-
ively. However, note that incorporating external con-
straints on Am3, (or Am3,) from atmospheric and acceler-
ator neutrino experiments, as well as JUNO's own atmo-
spheric neutrino measurements, can enhance the NMO
sensitivity [47, 51, 52].

The remainder of this paper is organised as follows.
In Section II, we introduce the JUNO detector, focusing
on the detector response model used in this analysis. In
Section III, we calculate the IBD signal and the corres-
ponding backgrounds. The experimental setup of TAO
and the expected signal and backgrounds are presented in
Section IV. Section V describes the methodology used to
evaluate the NMO sensitivity and the main results and
discussions. Section VI provides the conclusions.

II. JUNO DETECTOR

The JUNO detector [47, 53] is under construction in
an underground laboratory under Dashi Hill in Guang-
dong Province, South China. A 650 m rock overburden
(1800 m.w.e) can effectively suppress the cosmic muon
flux to 4.1x1073/(s-m?). A 20 kton LS [54] target, con-
sisting of ~88% carbon and ~12% hydrogen by mass, is
contained in a 12-cm thick acrylic sphere with a 35.4 m
inner diameter. To determine the NMO by precisely
measuring the neutrino oscillation pattern, an energy res-
olution better than 3% at 1 MeV should be achieved,
which is unprecedented for a detector of this type. The
acrylic sphere is surrounded by 17,612 large 20-inch high
quantum efficiency PMTs, referred to as LPMTs, and
25,600 small 3-inch PMTs, referred to as SPMTs, yield-
ing a total photo-cathode coverage of 78%. An ultra-pure
water buffer with a minimal thickness of ~1.5 m fills the
volume between the acrylic sphere and LPMT photocath-
ode. This center detector (CD) is fully surrounded by an
ultra-pure water Cherenkov detector that serves as an act-
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ive veto for cosmic muons and as a passive shield against
external radioactivity and neutrons from cosmic rays. The
minimal thickness of the water detector is 2.5 m. The cos-
mic muon veto system is supplemented with an external
muon tracker consisting of three layers of plastic scintil-
lator refurbished from the OPERA experiment [55] loc-
ated at the top, providing a muon track angular recon-
struction precision of 0.20° [56]. This system [56] covers
approximately 60% of the surface above the water pool
with the primary objective of providing a sample of well
reconstructed muons that can be used to benchmark the
reconstruction of the water pool and CD. For more in-
formation about the JUNO detector, please refer to Ref.
[53].

JUNO detects reactor antineutrinos via the IBD reac-
tion on hydrogen in the LS, v, + p — ¢ +n. The positron
quickly deposits its kinetic energy in the scintillator and
annihilates into two 0.511 MeV gammas, generating op-
tical photons through the scintillation and Cherenkov pro-
cesses that are then detected by the PMTs. This forms a
prompt signal whose energy is typically deposited a few
nanoseconds after the IBD reaction. After scattering in
the LS with an average lifetime of approximately 200 ps,
the neutron is captured by a hydrogen or carbon nucleus
with roughly 99% and 1% probabilities, consequently
producing a delayed gamma signal of 2.22 MeV or 4.95
MeV, respectively. The energy signature of the prompt
and delayed signals, as well as their temporal and spatial
correlation, constitute effective handles for separating the
IBD signal from the backgrounds.

Precise measurement of the antineutrino energy is es-
sential for determining the NMO via the spectral distor-
tion caused by the neutrino oscillation pattern shown in
Fig. 1. Dedicated energy reconstruction algorithms have
been developed to precisely determine the IBD prompt
energy [57]. A detector energy response model is con-
structed as a matrix, R(E”, E™), mapping the antineutrino
energy (E”) to the reconstructed energy of the IBD
prompt signal (E™¢). The matrix is constructed by apply-
ing three effects in sequence to the simulated antineutri-
nos of defined energies: kinematics of the IBD reaction,
energy nonlinearity due to the scintillation and Cheren-
kov processes, and energy resolution. Energy leakage
caused by escaping secondary particles affects less than
1% of the IBD events owing to the application of a fidu-
cial volume cut; thus, energy leakage is not considered,
resulting in a negligible impact on the energy response.

A. IBD reaction kinematics

In the IBD reaction, the electron antineutrino trans-
fers most of its energy to the positron. The deposited en-
ergy (E*P) for the IBD prompt signal is defined to in-
clude the positron kinetic and annihilation energies of the
two 0.511 MeV yps. The energy threshold of the IBD reac-
tion is 1.8 MeV. Consequently, E*P is approximately

equal to E”—0.78 MeV, which considers the annihilation
energy. More precisely, the kinetic energy of the positron
also depends on the scattering angle of the positron with
respect to the incident antineutrino. This results in an en-
ergy spread of the positron even for a fixed energy of in-
cident antineutrinos. The energy spread causes a nontrivi-
al effect on the deposited energy distribution. Figure 2
shows the distributions of the deposited energy, which re-
semble rectangular distributions with sloping tops, for in-
cident antineutrino energies of 3 MeV, 4 MeV, and 5
MeV, respectively. We integrate the scattering angle us-
ing the double differential IBD cross section, which is a
function of the neutrino energy and scattering angle [58].
The final-state neutron in the IBD reaction carries a few
tens of keV of kinetic energy, which is anti-correlated to
the energy spread of the positron. The neutron kinetic en-
ergy is mostly undetectable in the detector owing to the
large scintillation quenching of any protons or carbon
nuclei it might scatter with. By adding the kinetic energy
of the neutron after quenching to the prompt energy of
the IBD process, the positron energy spread would be
partially cancelled. In this analysis, we ignore the neut-
ron kinetic energy and consider only the positron kinetic
energy and its spread.

B. Nonlinear energy response

The relation between the deposited energy and num-
ber of scintillation photons detected by PMTs is not lin-
ear, primarily owing to quenching. The Cherenkov pro-
cess contributes <10% photons in the energy region of
IBD positron in JUNO LS. The Cherenkov radiation de-
pends on the particle's track length above the Cherenkov
threshold and is also a nonlinear function of the positron
kinetic energy. The instrumental charge nonlinearity of
the JUNO PMTs and the associated electronics can be
calibrated with a residual less than 0.3% owing to the
dual-calorimetry calibration technique [59]. The energy
nonlinearity distorts the prompt energy spectrum and is
thus essential in determining the NMO.

We define the liquid scintillator nonlinearity (LSNL)
as EYS/E%P where E® is the deposited energy in the
scintillator, and E** is the visible energy defined as the
expected reconstructed energy assuming perfect energy
resolution. The LSNL is different between positrons, i.e.,
signal events, and gammas, i.e., calibration events, be-
cause of their different energy deposition patterns. In this
paper, the term LSNL refers to the positron LSNL by de-
fault, which is primarily calibrated using gamma calibra-
tion sources, considering the conversion between positron
and gamma. The nonlinearity response of the JUNO de-
tector will be measured with similar calibration sources
and procedures as in Daya Bay [60], which has a similar
scintillator composition. Therefore, in this sensitivity
study, we assume that a comparable precision can be
reached and the relative systematic uncertainty of the
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Fig. 2.

(color online) Energy conversion probability density functions (PDFs) of the deposited, visible, and reconstructed energies of

the IBD prompt signal for three typical antineutrino energies. The deposited energy, which is approximately equal to E” —0.78MeV, in-

cludes the positron kinetic and annihilation energies. The conversion from the deposited energy to visible energy (proportional to the

expected number of photons) is described by the positron liquid scintillator nonlinearity (LSNL), and the conversion to the reconstruc-

ted energy is described with the energy resolution. The areas of the PDFs are proportional to the cross sections at the three typical anti-

neutrino energies. The LSNL curve, which is the same for both JUNO and TAO, is shown in the inset. The energy resolutions for

JUNO and TAO are also shown in the inset.

nonlinearity calibration is the same as in Daya Bay [60].
A nominal nonlinearity curve shown in the inset of Fig. 2
is obtained through a simulation of the IBD positrons in
the JUNO detector, including all detector effects. The
nominal nonlinearity curve is used in calculating the vis-
ible energy spectrum. The methodology employed in the
Daya Bay experiment [60] is adopted for JUNO to ac-
count for the systematic uncertainty of nonlinearity. A
Monte Carlo method is used to generate various nonlin-
earity curves by sampling and fitting the calibration data
while considering their uncertainties. Among these vari-
ous nonlinearity curves, four basic curves are selected to
represent four typical variations with one standard devi-
ation. A variable nonlinearity curve is generated by the
combination of the nominal nonlinearity curve and the
four basic nonlinearity curves. The weighting factors
used in the combination are assigned as four constrained
nuisance parameters, which effectively control the vari-
ations in the prediction of the energy spectrum.

C. Energy resolution

An excellent energy resolution is required to effect-
ively discriminate between the two possible NMO signa-
tures in the prompt energy spectrum. Therefore, under-
standing the different elements that contribute to the en-
ergy resolution is critical for this study. The detector's en-
ergy resolution is dominated by the statistical fluctuation

of the number of detected photoelectrons (PE). To con-
sider the systematic effects in the energy resolution, we
define a parametrization formula for the relative energy
resolution of the prompt signal:

2 2
O grec a C
— = b2 ( - ) . 7
EVis \/( A /Evis) + + EVvis ( )

where a is the term driven by the Poisson statistical fluc-
tuation of the number of detected photoelectrons, b is
dominated by residual effects after correcting the detect-
or’s spatial non-uniformity, and ¢ is dominated by the
PMT dark noise and the fluctuations in energy deposition
for the annihilation gammas. Other systematic effects
contributing to the energy resolution, which are of minor
importance, are also considered in this formula [49].

A previous study showed that JUNO could achieve a
photoelectron yield of 1345 PE/MeV for the neutron cap-
ture on hydrogen at the detector center and an energy res-
olution of 3% at 1 MeV in the fiducial volume [59]. In
this analysis, the photoelectron yield is updated to be
1665 PE/MeV, and the energy resolution is improved to
be 2.95% at 1 MeV. This improvement is a result of a
deeper understanding of the energy resolution using a full
simulation and the latest information available on the de-
tector design and construction, including photoelectron
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statistics, scintillation quenching, Cherenkov radiation,
dark noise, charge response of the PMTs, readout elec-
tronics, vertex reconstruction resolution, and non-uni-
formity in energy reconstruction. The details of this study
are available in Ref. [49], and the following are the ma-
jor updates contributing to the improvement:

e The average photon detection efficiency of the CD
PMTs is updated to 30.1% based on the mass testing data
of PMTs [61], which is better than the nominal require-
ment of 27%. Consequently, the photoelectron yield is in-
creased by a relative 11%.

e The latest detector geometry in the detector simula-
tion increases the photon acceptance with better model-
ling of the reflective surfaces of the detector components,
resulting in a 3% increase in the photoelectron yield.

e With the measured angular and spectral dependen-
cies of the PMTs’ detection efficiency, a unified optical
model is implemented in the detector simulations of Daya
Bay and JUNO that accounts for photon interactions in
the glass of the PMTs and the optical processes occur-
ring inside the PMT volume [48]. The photoelectron yield
increases by 8% after the JUNO simulation result is
benchmarked with the photoelectron yield observed in the
Daya Bay experiment [49].

The updated energy resolution curve is shown in the
inset of Fig. 2 as a function of the reconstructed IBD
prompt energy for events uniformly distributed in the fi-
ducial volume. We simulate many positrons at various
fixed energies and fit their energy distributions with
Gaussian functions to obtain their energy resolutions. By
fitting the obtained energy resolutions with the expres-
sion given in Eq. (1), we find that a =2.61% VMeV, b =
0.64%, and ¢ = 1.20% MeV. The energy resolution uncer-
tainty depends on the calibration strategy performed in
the JUNO detector. A Monte Carlo simulation study of
various calibration sources and the extraction of energy
resolution were also reported in Ref. [49]. The absolute
uncertainties on a, b, and ¢ are 0.02% VMeV, 0.01%, and
0.04% MeV, respectively, and are used in this analysis.

Figure 2 shows the deposited, visible, and reconstruc-
ted energy distributions for reactor antineutrinos of three
different energies. The reconstructed energy distributions
are slices of the full energy response matrix. The nomin-
al nonlinearity and energy resolution of JUNO are shown
in the inset of Fig. 2 as functions of deposited and visible
energy. A similar procedure is followed for the TAO de-
tector response, as described in Section 4. The TAO de-
tector has a better energy resolution, which is also shown
in the inset of Fig. 2. The visible energy scale is determ-
ined by the choice of the n-H capture gamma peak at 2.2
MeV as the anchor point, which forces the gamma

EY/E%P nonlinearity curve (not shown) to cross 1 at 2.2
MeV. At this energy scale, the positron nonlinearity
curve crosses 1 for deposited energy at approximately 3.2
MeV. The visible energy shift with respect to the depos-
ited energy is due to the LSNL.

III. EXPECTED SIGNAL AND BACKGROUNDS

A. Reactor antineutrino flux

The reactor antineutrinos detected at JUNO primarily
originate from the Taishan and Yangjiang NPPs, which
have two and six reactor cores, respectively. The location
of the JUNO experiment is selected to be almost
equidistant from all the reactor cores. Information on the
real-time operation of the reactors in the Taishan, Yangji-
ang, and Daya Bay NPPs is essential to predict the react-
or antineutrino flux and spectrum at JUNO. The reactor
power, baselines, and expected IBD rates after oscilla-
tion from the Taishan, Yangjiang, and Daya Bay reactor
cores are summarized in Table 1. These were also used as
inputs for the study in Ref. [44], which presented an up-
dated sensitivity to the oscillation parameters. The anti-
neutrinos from Daya Bay carry essentially no informa-
tion of the NMO because of the difference in baseline
from that of the Taishan and Yangjiang NPPs, and these
antineutrinos slightly reduce the NMO sensitivity. The
Huizhou NPP, located 265 km away, will not begin oper-
ation until several years after data taking, and it has not
been considered in this analysis owing to its small im-
pact and uncertain schedule. The other running NPPs are

Table 1.
considered as antineutrino sources in this analysis: Taishan

Characteristics of NPPs and their reactor cores

and Yangjiang, at an average distance of 52.5 km, and the
next closest, Daya Bay. The IBD rates are estimated from the
baselines, full thermal power, and oscillation probability with
the neutrino oscillation parameters listed in Section I.

Reactor Power/GWy, Baseline/km IBD Rate/day‘l
Taishan 9.2 52.71 18.4
Core 1 4.6 52.77 9.2
Core 2 4.6 52.64 9.2
Yangjiang 17.4 52.46 353
Core 1 29 52.74 5.8
Core 2 29 52.82 5.8
Core 3 29 52.41 5.9
Core 4 29 52.49 5.9
Core 5 29 52.11 6.0
Core 6 29 52.19 5.9
Daya Bay 17.4 215 3.65
Total IBD rate 57.4
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more than 300 km away, and their contribution is estim-
ated to be approximately one IBD event per day accord-
ing to the world nuclear reactor information [62]. In this
study, they are treated as the "world reactors" back-
ground since their signals provide no useful information
on the NMO.

The expected reconstructed energy spectrum of the
IBD signal observed at the JUNO detector can be ex-
pressed as

15 MeV
S(E™)=N,-e- / dr / dE” - ®(E”,1)-o(E”)-R(E",E™),
Tpag 1.8 MeV

®)

where N, =1.44x10% is the number of free protons in
the 20-kton LS used as the detector target, € = 82.2% is
the IBD event selection efficiency to be introduced in
Section III.B, Tpaq is the data-taking time, ®(E", 1) is the
oscillated reactor antineutrino flux in JUNO at time ¢,
o(E”) is the IBD cross section, and R(E”,E™) is the de-
tector energy response function that includes the effects
described in Section II. The integration interval of the an-
tineutrino energy begins from the IBD reaction threshold
at 1.8 MeV and ends at 15 MeV, above which the reactor
antineutrino flux becomes negligible.

In commercial reactors, electron antineutrinos are
generated from the decays of the fission products of four
major isotopes, 2°U, 28U, #°Pu, and ?*! Pu, which con-
tribute more than 99% of the total neutrino flux above 1.8
MeV. The oscillated antineutrino flux at time ¢ is pre-
dicted as

q)(Ev,t) = Z PV“_”?? (EV’L’") Wr(t)

S e 2 POSED: ©)

where ;5 (E”,L,) is the antineutrino survival probabil-
ity at a distance of L, from reactor r, with r running over
the reactor cores; W,(¢) is the reactor thermal power; f;.(¢)
is the fission fraction of isotope i among the four; ¢; is the
mean energy released per fission for isotope i; and s;(E")
is the antineutrino energy spectrum per fission for each
isotope. The reactor thermal power and fission fractions
are time-dependent and will be provided by the NPPs
during the data-taking period. In this study, the reactor
thermal power and fission fractions are assumed to be
stable at their averaged values without loss of generality.
To account for the loss of time incurred by refueling the
reactors, which typically requires one month per year, we
use a duty cycle factor of 11/12 to scale down the thermal
power. The average fission fractions are 0.58, 0.07, 0.30,
and 0.05, with mean energies of 202.36 MeV, 205.99
MeV, 211.12 MeV, and 214.26 MeV [63] released per

fission for 2¥U, 28U, 2Py, and 2! Pu, respectively.

The v, energy spectra per fission of 2¥U, 23¥U, 2Py,
and >'Pu from the Huber-Mueller model [64, 65] are
widely used to predict the reactor antineutrino flux.
However, the total observed antineutrino yield per fis-
sion exhibits a ~5% deficit compared with the model's
prediction, which is referred to as the reactor antineut-
rino anomaly [66]. Furthermore, recent reactor antineut-
rino experiments including Daya Bay [67], RENO [29],
Double Chooz [27], NEOS [68], PROSPECT [69], STE-
REO [70], and DANSS [71] have observed some discrep-
ancies between the measured and predicted antineutrino
spectral shape, most notably in the form of an excess in
the data at approximately 5 MeV. The reactor antineut-
rino rate and spectrum were precisely measured in the
Daya Bay experiment, and the spectral ratio to the Huber-
Mueller model is presented in Ref. [72]. In this analysis,
the v, energy spectra per fission from the Huber-Mueller
model corrected by the measurements in the Daya Bay
experiment [72] are used as initial values in the spectral
fit.

In the measured beta decay spectra that are used as a
reference in the Huber-Mueller model, the beta decay
rates of some long-lived fission fragments do not reach
equilibrium owing to limited time, whereas, in the react-
or core, these fission fragments accumulate and reach
equilibrium. Therefore, this so-called "non-equilibrium"
effect contributes an additional 0.6% antineutrino flux,
based on the evaluation in Ref. [65]. The spent nuclear
fuel removed from the reactor cores during refueling and
placed in cooling pools nearby still emits antineutrinos
and contributes an additional 0.3% antineutrino flux
based on the calculations in Ref. [72]. Additional correc-
tions for the antineutrino flux rate and spectrum are ap-
plied to account for these two effects. Both the non-equi-
librium and spent nuclear fuel contributions are assigned
a 30% rate uncertainty and a negligible spectrum shape
uncertainty, as motivated from the experience of Daya
Bay [72]. The realistic reactor electron antineutrino spec-
trum expected at the JUNO detector as a function of neut-
rino energy with and without oscillations is shown in Fig. 1.

The uncertainties in the reactor antineutrino flux are
propagated to the predicted IBD event rate. The baselines
can be measured to a 1 m precision, resulting in a negli-
gible uncertainty at JUNO baselines. The reactor power
will be measured and provided by the NPPs with an un-
correlated uncertainty of 0.5% based on the experience of
Daya Bay [72]. Similarly, the fission fractions will also
be provided with an uncertainty of 5% for the four major
isotopes. The uncertainties of the fission fractions are par-
tially correlated [73] among the four isotopes and will
contribute an uncertainty of 0.6% to the predicted IBD
rate [72]. Both the uncertainties of reactor power and fis-
sion fractions are treated as uncorrelated between reactor
cores as they are measured individually. The mean en-
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ergy per fission contributes only a 0.2% uncertainty [63].
Finally, a 2% correlated uncertainty is assigned to the
IBD vyield per fission, which is the product of the IBD
cross-section with the antineutrino spectrum. All these
uncertainties are obtained directly from the experience of
the Daya Bay experiment [72].

The uncertainty in the reactor antineutrino flux spec-
tral shape is constrained by using the measurements from
TAO, which will be a satellite detector with the primary
goal of providing a precise model-independent reference
spectrum for JUNO [50]. More details about the TAO de-
tector are given in Section IV. In this analysis, two meth-
ods are used to incorporate the constraints from TAO.
The first method performs a joint fit of JUNO and TAO
data. The detector response, expected IBD signal and
backgrounds, and their uncertainties are implemented in
the analysis for TAO using a similar procedure as in
JUNO. In this analysis, JUNO and TAO share the same
antineutrino energy spectrum before oscillation. The re-
actor antineutrino spectral shape is expressed using a set
of free parameters in the spectral fit to avoid any depend-
ency on the reactor antineutrino flux model. The second
method is inspired by the recent study quantifying JUNO’
s sensitivity to the oscillation parameters [44], where the
expected uncertainty from TAQO’s measured spectrum is
assigned as a flux spectral shape uncertainty for JUNO.
Both methods produce consistent results. The results of

the first method are reported as nominal, whereas those of
the second are treated as a cross-check.

B.

Significant efforts have been made in the design and
construction of the JUNO experiment to suppress back-
grounds applying various strategies, including radioactiv-
ity screening and control of the detector material [74],
overburden of the experimental hall to reject cosmic
muons, and sufficient shielding. Furthermore, the unique
prompt-delayed temporal and spatial coincidence signa-
ture of IBD events is an effective handle for rejecting
background events. A fiducial volume cut on the LS tar-
get is applied to further suppress backgrounds due to the
natural radioactivity from the PMTs and other materials
outside the LS region. Cosmic muon veto cuts are ap-
plied to suppress the cosmogenic backgrounds generated
by muons passing through the detector. Consequently, the
IBD selection significantly reduces the background-to-
signal ratio, from the level of 10° in the raw experiment-
al data, to less than 0.1 in the final sclected IBD candid-
ates.

A new IBD selection with an optimized veto strategy
has been developed both for this study on NMO sensitiv-
ity and a study on oscillation parameter precision in Ref.
[44]. As shown in Fig. 3, most of prompt energies of IBD
signals are within an energy window of 1 MeV to 8§ MeV.

IBD event selection
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Fig. 3.

(color online) Top: Reconstructed energy spectra of JUNO in both the NO and 1O scenarios without any statistical or system-

atic fluctuations (Asimov data). The neutrino oscillation parameters from PDG 2020 [13] are used to calculate the oscillation probabil-

ity. The background spectra in the main figure are stacked, whereas those in the inset are plotted individually. Bottom: Relative contri-

bution to Ay? and cumulative Ay? obtained when fitting the IO spectrum with the NO hypothesis. The best fit value of Am2, in the IO

spectrum differs from the values used as inputs in the top panel. The results show that the most sensitive region for JUNO's NMO de-

termination is 1.5-3 MeV.

033104-12



Potential to identify neutrino mass ordering with reactor antineutrinos at JUNO

Chin. Phys. C 49, 033104 (2025)

The prompt IBD candidate events are restricted to the en-
ergy window [0.8, 12.0] MeV. The delayed IBD candid-
ate events are dominated by neutrons captured on hydro-
gen and carbon, releasing gammas with total energies of
2.2 MeV and 4.9 MeV, respectively. Correspondingly,
the delayed energy windows are selected to be either
[1.9, 2.5] MeV or [4.4,5.5] MeV. The IBD candidate
events are discarded if the reconstructed positions of their
prompt or delayed events are more than 17.2 m away
from the detector center (within a distance of 0.5 m from
the inner surface of the acrylic vessel). For further reduc-
tion of the accidental background formed by the coincid-
ence of two uncorrelated events, prompt-delayed pairs are
required to occur within a 1.0 ms coincidence window
and within a spatial distance of 1.5 m. The selection cri-
teria will be further tuned when JUNO begins data taking
and the actual accidental background is measured.

A muon veto strategy has been developed to suppress
backgrounds induced by neutrons and long-lived iso-
topes, such as °Li/®He produced by cosmic muons. This
strategy, as reported in Ref. [44], uses a variable muon
veto time window depending on the proximity of the can-
didate event to a recent muon track or spallation neutron
capture. The details are as follows:

e A veto time window of 1 ms after a muon passes
through the water pool Cherenkov detector and/or the CD
is applied over the entire fiducial volume to suppress
spallation neutrons and short-lived radioisotopes. This
veto time window is effective against spallation neutrons
with an average capture time of 200 ps.

e For well-reconstructed muon tracks in the CD
caused by a single muon or two far-apart muons (> 3 m),
a veto time window of 0.6, 0.4, and 0.1 s is applied to the
candidate events with reconstructed vertices closer than
1, 2, and 4 m away from each of the muon track, respect-
ively.

e For events containing two close and parallel muons
(< 3 m), which constitute approximately 0.6% of muon-
related events, a single track is often reconstructed. A
veto is applied around this track as described earlier, but
the cylinder's radii increase according to their separation,
which can be inferred from the charge pattern around the
entrance and exit points on the CD.

e For events in which a track cannot be properly re-
constructed, which amount to about 2% of all muon-re-
lated events and occur primarily when more than two
muons go through the detector simultaneously, a 0.5 s
veto time window is applied over the entire fiducial
volume.

e A 1.2 s veto is applied to all candidate events re-

constructed inside a 3 m radius sphere around spallation
neutron capture events. This cut aids in further rejecting
backgrounds from cosmogenic isotope decays typically
produced with accompanying spallation neutrons.

The estimated IBD detection efficiency after all selec-
tion cuts is 82.2%, which is independent of the antineut-
rino energy. A breakdown of the cut efficiencies and the
corresponding IBD rates are shown in Table 2, which is
the same as the result in Ref. [44]. The uncertainties of
the IBD selection efficiency are studied based on the ex-
pected performance of the reconstruction as evaluated
with the simulation. The uncertainty owing to the fidu-
cial volume cut is 0.4%, estimated by considering a 2 cm
vertex reconstruction bias and the correction in the radial
direction. The uncertainty of the selection cuts, including
the prompt energy, delayed energy, coincidence time, and
distance cuts, is estimated to be 0.2%. The muon veto has
negligible uncertainty on the IBD rate because the rejec-
ted time window and detector volume can be calculated
precisely. The number of target protons in the detector
determines the IBD reaction rate and has an uncertainty
of 0.9%, estimated from the Daya Bay experiment [72],
which uses a similar LS. These uncertainties constitute a
1% detector normalization uncertainty. This absolute IBD
detection efficiency uncertainty has a negligible effect on
the NMO sensitivity, which relies entirely on the spectral
shape information.

C. Residual backgrounds

After the application of the IBD selection criteria,
about 10% of the IBD candidates are background events
that are caused by five main sources:

e Radiogenic events, such as a, f, and y decays from
natural radioactivity in the detector material and in the
adjacent environment.

Table 2. Summary of cumulative reactor antineutrino selec-
tion efficiencies. The reported IBD rates (with baselines < 300
km) refer to the expected events per day after the selection cri-
teria are progressively applied. These rates are calculated for
the nominal reactor power and baselines listed in Table 1.

Selection Criterion Efficiency(%) IBD Rate/day ™!
All IBDs 100.0 57.4
Fiducial Volume 91.5 52.5
IBD Selection 98.1 51.5
Energy Range 99.8 -
Time Correlation (AT,—z) 99.0 -
Spatial Correlation (AR,,—4) 99.2 -
Muon Veto (Temporal®Spatial) 91.6 47.1
Combined Selection 82.2 47.1
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e Cosmogenic events, such as fast neutrons and un-
stable isotopes produced by the interactions of cosmic
muons with detector and surrounding materials, typically
via spallation.

e Atmospheric neutrinos, i.e., neutrinos of all flavors
created during the collisions of primary cosmic rays with
the Earth's atmosphere.

e Electron antineutrinos emitted by distant (> 300
km) reactors.

e Electron antineutrinos created in the uranium and
thorium decay chains in the Earth, i.e., geoneutrinos.

These five sources produce the seven categories of
backgrounds listed in Table 3 and the estimated spectra
are presented in Fig. 3. The accidental background is
formed by the coincidence of two uncorrelated events.
The prompt-like signals primarily consist of radiogenic
events, whereas the delayed-like signals primarily con-
sist of radiogenic events and spallation neutrons pro-
duced by cosmic muons. The rate and spectrum of the ac-
cidental background are estimated using the energy, posi-
tion, and rate of uncorrelated events from radioactivity, as
presented in Ref. [74], which uses the latest information
on the detector materials. After all the selection criteria,
the remaining accidental background rate is estimated to
be 0.8/day, with a 1% rate uncertainty and negligible
shape uncertainty owing to the precise energy spectrum
measurement using an off-window method.

Muons passing through the detector can produce the
long-lived cosmogenic isotopes °Li and ®He, whose cor-
related f—n decays mimic the IBD signature. The produc-
tion yields of °Li and 8He are estimated to be 127/day
and 40/day, respectively, based on the JUNO detector
simulation and measurements from the KamLAND and
Borexino experiments [75-77]. The production of these
elements is strongly correlated in time and space with the

Table 3.
ratio (B/S), and rate and shape uncertainties. The B/S ratio is

Expected background rates, background to signal

calculated using the IBD signal rate of 47.1/day from Table 1.

Backgrounds Rate/day”' B/S(%) Rate Unc.(%) Shape Unc.(%)
Geoneutrinos 1.2 2.5 30 5
World reactors 1.0 2.1 2 5

Accidentals 0.8 1.7 1 negligible
9Li/8He 0.8 1.7 20 10
Atmospheric neutrinos  0.16 0.34 50 50
Fast neutrons 0.1 0.21 100 20
BC(a,n)'0 0.05 0.01 50 50
Total backgrounds 4.11 8.7

parent muon. After the muon veto strategy described in
Section III.B is applied, the residual °Li/*He background
rate is estimated to be 0.8/day with an uncertainty of
20%. The spectral shape of the °Li/*He background is
evaluated based on a calculation benchmarked at Daya
Bay [78] with a 10% uncertainty.

The fast neutron background is produced by energet-
ic neutrons generated by cosmic muons. The neutrons
scatter off protons and are then captured, thereby mimick-
ing the IBD prompt and delayed signals, respectively.
Owing to the relatively short neutron capture time, the
muon veto time window can easily reject most of the fast
neutrons, if muons are tagged by the muon veto system.
However, some fast neutrons cannot be vetoed if their
parent muons only pass through rocks around the detect-
or. The rate of the residual fast neutron background is es-
timated to be 0.1/day based on a simulation, with a 100%
uncertainty. The fast neutron spectrum is assumed to be
flat in the energy range of interest with a 20% uncer-
tainty. These assumptions are reasonable as observed in
both simulation and recent reactor experiments [27, 29,
78].

The ¥ C(a,n)'°O background is formed by the interac-
tions of a particles from natural radioactivity with the *C
in the LS. The radiation emitted by the 'O excitation
state mimics the IBD prompt signal, whereas neutron
capture emulates the delayed signal. The background rate
is estimated to be 0.05/day with a 50% uncertainty based
on the studies in Ref. [47]. The spectral shape is obtained
from a simulation [78] with a 50% uncertainty assumed
to be the same as the rate uncertainty. A new estimation
of the BC(a,n)'*O background [79] has been performed
with the latest JUNO software and will be published after
this paper. The impact on the NMO sensitivity has been
checked and is found to be negligible because the
BC(a,n)'*0 background rate is much smaller than other
backgrounds.

Geoneutrinos are electron antineutrinos produced by
radioactive decay chains of U and Th inside the Earth.
The total rate of the geoneutrinos is estimated to be
1.2/day in the JUNO detector with a 30% rate uncer-
tainty and 5% spectral shape uncertainty. These values of
the rate and uncertainties are consistent with the results of
our previous study [47]. The rate is adjusted by +0.1
day~! owing to the increase of the muon veto efficiency
in this study.

World reactors whose distances are larger than 300
km are quoted as background because they do not con-
tribute to the NMO sensitivity. The energy spectrum and
event rate are estimated according to the world nuclear
reactor information provided in Ref. [62] with a contribu-
tion of 1.0/day. We set the rate and spectral uncertainties
to be 2% and 5%, respectively.

Atmospheric neutrinos interact with the nuclei in the
JUNO detector via either charged or neutral current inter-
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actions. Refs. [80, 81] indicate that the final states of
neutral current interactions may induce correlated back-
grounds. The energy spectrum and event rate depend
strongly on the interaction generators used in the estima-
tion. The background rate is estimated to be 0.16/day, and
the spectral shape is evaluated using GENIE 2.12.0 [82]
as the nominal model. Both the rate and shape uncertain-
ties are assigned to be 50% to cover the variation in res-
ults from the different generators.

The residual background rates and their uncertainties
are summarized in Table 3. They are the same as those in
Ref. [44]. In the absence of well-motivated models that
can predict the correlation between bins in these empiric-
al estimates, all background shape uncertainties in this
study are treated as bin-to-bin uncorrelated, which en-
ables the spectra to vary in any possible configuration
within the specified uncertainty envelopes.

IV. TAO EXPERIMENTAL SETUP

TAO (also known as JUNO-TAO) is a JUNO satel-
lite experiment with an energy resolution better than 2%
at 1 MeV [50]. Its major goal is to provide a reference
spectrum for JUNO and eliminate any possible model de-
pendence in the determination of the NMO. TAO is loc-
ated approximately 44 m from one reactor core (TS-C1)
of the Taishan NPP and approximately 217 m from the
other reactor core (TS-C2). These two Taishan reactor
cores contribute more than 99.99% of TAO's antineut-
rino signals, with TS-C2 contributing 4%. TAO consists
of'a central detector, an outer shielding, and a veto sys-
tem. The central detector contains 2.8 t of gadolinium-
doped LS filled in a spherical acrylic vessel with an inner
radius of 0.9 m as the target volume, with the same hy-
drogen atom mass fraction and abundance as JUNO.
Charged particles in TAO are detected through scintilla-
tion and Cherenkov processes, which generate photons
detected by 4024 silicon photomultipliers (SiPMs) cover-
ing approximately 10 m? with ~50% photon detection ef-
ficiency. The detector operates at —50 °C to reduce the
SiPM dark noise to an acceptable level (less than 100
Hz/mm?). The central detector is surrounded by 1.2 m
thick water tanks on the sides, 1 m thick high density
polyethylene (HDPE) on the top, and 10 cm thick lead at
the bottom to shield against ambient radioactivity and
cosmogenic neutrons. Cosmic muons are detected by the
veto system including a water tank instrumented with
PMTs and a plastic scintillator array on the top. The TAO
detector will begin operating around the same time as the
JUNO detector. For more information about the TAO de-
tector, please refer to Ref. [50].

TAOQO's detector response and expected IBD signal and
backgrounds, along with the uncertainties, are discussed
in the following sections.

A. TAO detector response

The TAO detector response model is constructed sim-
ilar to that of JUNO, as described in Section II. In addi-
tion to the energy transfer, nonlinearity, and resolution ef-
fects, the energy leakage effect, which is the loss of en-
ergy due to prompt events depositing part of their energy
in non-active volumes, is considered specifically for TAO
owing to its much smaller size with respect to JUNO. A
spherical fiducial volume cut of 25 cm from the LS
boundary is applied to reduce energy leakage and mitig-
ate backgrounds. The modelling of the energy leakage,
nonlinearity, and resolution effects are introduced in de-
tail in the following.

The energy leakage effect is encoded in a dedicated
matrix, where the columns and rows represent the true
positron energy (including the annihilation gammas) and
deposited energy in the active volume of the detector, re-
spectively. The two-dimensional matrix is constructed by
running the TAO detector simulation with fixed-energy
positrons from 0.8 MeV to 12 MeV uniformly distrib-
uted in the detector and extracting the deposited energy
distribution. This results in a 2240x2240 energy leakage
matrix with an energy bin width of 5 keV, which is suffi-
ciently reasonable compared with the 20 keV bin width
adopted in the final fitting.

The LSNL effect is modeled similar to that of JUNO,
as described in Section II.B, and its uncertainty is treated
as correlated with JUNO. This is based on the fact that
the recipes of the JUNO and TAO LSs are almost identic-
al, as well as the nonlinearity calibration schemes [59,
83], in which similar calibration sources and enclosures
are used. Furthermore, no change on the nonlinearity
curve is found for the TAO LS at —50°C based on a com-
parison of the measured light yield curves of the
Compton electrons induced by the 0.511 MeV and 1.275
MeV gammas at 20°C, —20°C, and —-50°C with a ?Na
source. An additional nuisance parameter is introduced to
parameterize a possible difference in energy scales
between the two detectors. This uncorrelated uncertainty
takes a conservative value of 0.5%, which is selected
based on the fact that both JUNO and TAO can determ-
ine the energy peaks of neutron capture on hydrogen with
a precision of 0.1% —0.2% by using neutron calibration
sources [59, 83]. The energy response non-uniformity of
TAO introduces a 0.3% uncertainty on the energy scale.

TAQ’s energy resolution is the same as that in Ref.
[50] but with two additional effects included: the energy
response non-uniformity effect and the fluctuation in
Cherenkov light emission [83]. Using a three-dimension-
al calibration of the detector response [83], the non-uni-
formity can be corrected with a residual value of 0.2%,
which has a small impact on the energy resolution. The
Cherenkov light emission simulation is implemented in
the TAO detector using the same method as in the JUNO
detector [49]. Despite these improvements, the new resol-
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ution curve shown in the inset of Fig. 2 is very similar to
that of Ref. [50].

The predicted energy spectra after incorporating dif-
ferent effects in the energy response of the TAO detector
are shown in Fig. 4. The IBD positron energy spectrum is
calculated with the reactor antineutrino flux from both
TS-C1 and TS-C2, convoluted with the IBD cross sec-
tion. Subsequently, the energy leakage effect is applied,
which causes an energy shift owing to energy loss, fol-
lowed by the the effects of LSNL and energy resolution
in sequence.

B. TAO signal and backgrounds

The reactor antineutrino flux emitted from the
Taishan reactor cores is observed simultaneously by TAO
and JUNO. In the prediction of the IBD signal, TAO dif-
fers from JUNO in terms of the baseline, target mass,
live-time, and detection efficiency, while sharing the
same IBD cross section and reactor antineutrino flux
model, as described in Section III.A. The averaged fis-
sion fractions of the antineutrino flux for both detectors
are also very similar.

TAO has a baseline of approximately 44 m from the
core of TS-C1 as its main source, which means that basic-
ally no oscillation effect will occur in the standard three-
flavor neutrino oscillation model. The target mass of
TAO is 2.8 t with a fiducial mass of approximately 1 t.
The detection efficiency, which includes the IBD selec-
tion efficiency and fiducial volume cut, is calculated from
the TAO detector simulation to be 17%. The veto system
results in a dead time of 9.6% as evaluated from the sim-
ulation with the measured cosmic muon rate. In total,
TAO will observe approximately 1000 neutrino signals

per day in the fiducial volume. A conservative relative
rate uncertainty of 10% is assigned to the detection effi-
ciency from the fiducial cut uncertainty, which has a neg-
ligible impact on the result of the JUNO-TAO combined
fit, which is introduced in Section V. The reactor-related
uncertainties of the Taishan cores, such as reactor power
and fission fraction uncertainties, are fully correlated with
JUNO.

The signal spectrum is derived from the Daya Bay-
corrected Huber-Mueller model and with TAO’s detector
response, as described in Section IV.A. The signal spec-
tra, with and without detector effects, are shown in Fig. 4.
In the JUNO-TAO combined fit, each bin of the initial re-
actor antineutrino spectrum is kept unconstrained to elim-
inate reactor flux model dependence and is fully correl-
ated between JUNO and TAO. Owing to the energy leak-
age effect, the signal shape differs according to choices of
fiducial volume cut. Accordingly, the uncertainty in ver-
tex reconstruction is propagated to the signal shape un-
certainty, which is estimated to be less than 0.5% in most
of the energy regions. An additional uncertainty uncorrel-
ated for each bin is assigned to consider the fact that
JUNO observes a group of reactors of different types with
asynchronized burn-up evolution, whereas TAO ob-
serves primarily one Taishan core. This uncertainty is es-
timated to be 0.35% based on the available fission frac-
tion data from Taishan NPP and the antineutrino spectral
shape difference between 23U and *Pu.

Three main backgrounds are considered for TAO: fast
neutron and °Li/®He backgrounds induced by cosmic
muons and accidental background primarily caused by
the random coincidence of natural radioactivity events
with single neutron captures. The °Li/*He background
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(color online) Energy spectra of expected IBD signals in TAO from both TS-C1 and TS-C2 with energy leakage, LSNL, and
energy resolution effects applied. The reconstructed energy spectra expected for the three major backgrounds are represented by the

filled histograms. All spectra corresponds to an exposure of 6.5 years x 4.6 GWy,. The curve including energy leakage has small

wiggles owing to the fluctuation in the energy leakage in the simulation. However, the wiggles are invisible after the energy resolution
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rate has been determined through theoretical calculation,
whereas the other two background rates are estimated
from the TAO detector simulation [84]. All the back-
ground rates are summarized in Table 4. The fast neutron
background spectrum is taken from the TAO detector
simulation, whereas the spectra of the other two back-
grounds are assumed to mimic those of JUNO. This ap-
proach is suitable for this sensitivity study as they will be
measured using data-driven methods. The energy spectra
expected for the three major backgrounds are shown in
Fig. 4. Given the higher IBD rate due to the shorter
baseline and smaller detector size, the other backgrounds
relevant to JUNO become negligible for TAO.

For the °Li/*He background, a rate uncertainty of
20% and shape uncertainty of 10% uncorrelated between
each bin are assumed, similar to JUNO. The rate and
spectrum of the accidental and fast neutron backgrounds
can be evaluated with data-driven methods. An average
of 1 month of reactor-off data per year is expected to
provide a direct measurement of these backgrounds. The
reactor-off data can constrain the accidental background
well; thus, only a rate uncertainty of 1% is assigned. With
more than 3 years of data taking, the reactor-off data will
provide sufficient fast neutron statistics at a rate of 2000
events per day, when the muon veto selection is not ap-
plied. The statistical uncertainty of this control sample is
assigned to each bin of the fast neutron background spec-
trum, which is expected to be the dominant uncertainty
and generally less than 10%. The neutrino signal contam-
ination from TS-C2 to this control sample is percent-
level; thus, it is neglected.

Table 4 summarizes the signal and background rates
and shape models for TAO, as well as the uncertainties
considered.

Table 4.
shapes and their uncertainties. For the signal shape uncer-

TAO signal and background rates, as well as

tainty, only the effects that have not been considered for the
JUNO signal are explicitly indicated: FF refers to the addi-
tional fission fraction uncertainty introduced to TAO to cover
the difference in burn-up history observed by TAO and
JUNO, FV refers to the uncertainty due to vertex reconstruc-
tion uncertainty introduced by the fiducial volume cut, and ES
refers to the relative energy scale uncertainty to consider po-
tential differences between the calibration efforts of TAO and
JUNO.

Type  Rate/day ' Rate Uncert.(%) Shape model Shape Uncert.(%)

Signal 1000 10 same as JUNO FF,FV, ES
Fast neutron 86 - TAO simulation <10%
9Li/3He 54 20 same as JUNO 10%
Accidental 190 1 same as JUNO -

V. ANALYSIS AND RESULTS

A. Inputs and models

The analysis is performed by three separate groups.
Each analysis group has implemented an independent
software for producing the predictions for the JUNO and
TAO detectors, managing the systematic uncertainties,
and performing the statistical analysis. The groups per-
formed detailed cross-checks at all stages of the analysis,
from the prediction of the energy spectra to the determin-
ation of the sensitivity to the oscillation parameters and
the NMO. Consistent results were obtained, and only one
set of results is presented in the paper.

The groups use the same inputs, which are further re-
ferred to as the common inputs. These include the anti-
neutrino spectra from the reactors, IBD cross section, de-
tector efficiency, energy response, expected backgrounds,
and other parameters characterizing the performance of
the nuclear reactors and antineutrino detectors. Com-
pared with Ref. [44], several updates that became avail-
able after the publication have been incorporated. Most
notably, the full chain of the JUNO offline software to
perform detector simulation, electronics simulation,
waveform reconstruction [85], and event reconstruction
[86, 87] is employed to predict the LSNL and energy res-
olution. We include updates to the detector geometries,
photon detection efficiency (PDE) from PMT mass test-
ing data [61], scintillation quenching effect, Cherenkov
light yield, PMT optical model [48], and LS optical mod-
el. These updates have a negligible impact on the preci-
sion of the oscillation parameters in Ref. [44] but are es-
sential to the NMO sensitivity by improving the energy
resolution from 3% to 2.95% at 1 MeV. More details
about the evaluation of the new energy nonlinearity and
resolution are available in Ref. [49]. The implementation
of the systematic uncertainties in energy nonlinearity and
resolution in this study follows a strategy similar to that
in Ref. [44].

The prediction of the expected spectrum follows the
methods described in Sections II and IV. The result of the
prediction represents the number of events in a histogram
binned into 340 bins with 20 keV intervals in the major-
ity of energy range, as shown in Table 5. Wider bins are
used such that each of them can provide at least 500
events to ensure that y? is unbiased.

Although the groups are using similar inputs and
methods, the methods of integrating the IBD kinematics
are different; they are explained in more detail in the Ap-
pendix. However, the three groups for both the JUNO and
TAO predictions agree closely. In terms of the spectra,
the relative difference is <107 in 90% of the energy
range, excluding the low and high energies, where the
numbers of events are low. In terms of the rate, the relat-
ive difference is also <107°.
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Definition of the bins of the histograms for the IBD prompt energy used in the analysis for both JUNO and TAO. The total

Table 5.

number of bins is 340 for each detector.
Bin edges/MeV 0.8 0.94
Bin width/keV 140 20
Number of bins 1 325

7.44

7.8 8.2 12

40 100 380

B. Statistical methods

The aim of this study is to estimate the median sensit-
ivity of the JUNO experiment to the neutrino mass order-
ing. The statistical methods in a frequentist approach are
thoroughly discussed in Refs. [88, 89]. In general, the test
statistic is defined as A7 =min71o(D)-minTyo(D),
where D is the data and 7 is the minimized function,
which is minimized over all the parameters, assuming
two mass orderings. The critical value 7¢ is selected such
that A7 > 7 corresponds to the normal mass ordering;
otherwise, it corresponds to the inverted mass ordering.
The sensitivity or confidence level of the test is defined
as (1-a), where a = a(7¢) is the probability of rejecting
the null hypothesis H, (e.g. normal mass ordering) if H
is true. We use the notion of "median sensitivity" which
is defined under the assumption that, given the same
value of 7, the probability B(7T¢) to accept the null hy-
pothesis H, equals 50% if the alternative hypothesis H;
(e.g., inverted mass ordering) is true. The probability is
expressed in terms of the number of standard deviations
n, such that a(n) = \,% fnw e 2dx,

In this study, the sensitivity is estimated in a Gaussi-
an limit, where the median sensitivity is defined as
n= +/|AT|, with AT being the value of the test statistic
for expectation without fluctuations (Asimov data). On
average, AT >0 (< 0) when the data follows normal (in-
verted) mass ordering. For the Asimov data D,
min7 no(Dno) = minT1o(Dio) = 0.

The groups use three different definitions of 7, either
based on the y? function or approximately equal to it.
While the details are covered in the Appendix, we con-
sider the construction based on Ay? in the following text,
which is defined as

T(ﬁ,sin2913,ﬁ’,z> = Z (/Jd (5,sin2913,77,2) - Dd)T

d

X ( Vgtat

+ ngb)_l (Hd - Dd)
+X§sc (sin2 913) +Xguis. (77)

+X§orr.nuis4 (5)’ (10)
where  is a set of free parameters, including Am?2,, Am2,,
and sin?6y,; 7 is a set of all uncorrelated nuisance para-
meters, listed in Tables 6 to 8; and Z is a set of partially
correlated parameters (Table 6). The index d enumerates

the JUNO and TAO detectors. Column u contains the ex-
pected event spectrum, and column D contains the data.
The diagonal matrix Vg, contains the statistical uncer-
tainties, defined according to the Combined Neyman-
Pearson (CNP) [90] approach: (Vga);=3/(1/uw+
2/D;). The matrix Vi, contains bin-to-bin uncertainties:
VIENO is diagonal and contains background shape uncer-
tainties of the JUNO detector, whereas V5° contains
background shape uncertainties of the TAO detector, un-
certainties due to the fiducial volume cut, and extra fis-
sion fraction uncertainties. Most of the listed bin-to-bin
uncertainties are uncorrelated between the bins and thus
contribute only to the diagonal. The uncertainties owing
to the the fiducial volume cut are partially correlated
between the bins and thus make V53;° non-diagonal.

The nuisance part is defined as x2,;, () =7 —7)*/
o?(p) for the wuncorrelated parameters and as

Xore mis, (D) = & -O"V;N -0 for the correlated ones

(fission fractions), with £ being used as a column. Here,
7; and £ denote central values, o(;) is the uncertainty of
the i-th nuisance parameter, and V, is the covariance mat-
rix of a set of correlated parameters. The parameters
themselves are discussed in the following section. sin’6;3
is constrained in the term x2 (sin’6,5) with central value
and uncertainty obtained from PDG2020 [13]:
sin*6)3 = (2.18 £0.07)x 1072,

The parameters of the reactor antineutrino spectrum
are contained either in J, where they are treated without
constraints (totally free), or in 7, when they are treated
with deliberately large uncertainties (almost free).

The models of the JUNO and TAO experiments, con-
taining the common reactor antineutrino part, are ana-
lyzed in a simultaneous fit that acts as a far/near measure-
ment: the TAO data are more sensitive to the reactor anti-
neutrino spectrum, whereas the JUNO data are sensitive
to neutrino oscillations. An alternative mode exists,
where only the JUNO detector is considered, and the
shape uncertainty of the antineutrino spectrum due to the
TAO measurement is implemented as a relative uncer-
tainty of each bin of the IBD histogram after the detector
effects are applied. The corresponding nuisance paramet-
ers are added to x2, . The alternative approach follows
the analysis procedure defined in Ref. [44] and is used as
a cross-check, producing consistent results.

A dedicated Monte-Carlo study is performed based on
the complete model by each group to test the applicabil-
ity of the Gaussian limit for two cases: a) no systematic
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Table 6.

Summary of the systematic effects relevant for both JUNO and TAO detectors. The input uncertainties represent the con-

straints applied to the relevant nuisance parameters or the bin-to-bin uncertainties of the relevant spectrum. For JUNO, rate uncertain-

ties are given relative to the expected IBD rate from the Taishan, Yangjiang, and Daya Bay reactors, whereas for TAO, uncertainties
are given relative to the expected IBD rate from the Taishan reactor for the DAQ time required to reach 3¢ sensitivity to the NMO. The
individual rate uncertainties for JUNO and TAO are 1.4% and 10%, respectively. Curly braces {} indicate that the line provides a sum-
mary of a group of uncertainties, which are detailed below with extra indentation. The number of parameters in a group is a sum of the

numbers of parameters, corresponding to the next indent level. In total, the number of uncorrelated parameters is 73, and the number of

partially correlated parameters is 680. The uncertainties of the fission fractions are partially correlated between four isotopes in each re-

actor core. Some of the systematic effects are propagated via bin-to-bin uncertainties, which are combined together for each bin, thus

forming 340 bins in total.

Systematic effect

Number of parameters

Relative uncertainty (%)

Input JUNO rate TAO rate
Total uncertainty {73+680} 2.5 10
Statistical uncertainty 0.31 0.078
Systematic uncertainty {73+680} 2.5 10
Common {56} 2.0 2.2
Reactors {52} 2.0 22
Baselines - 0 0 0
Reactor flux normalization 1 2.0 2.0 2.0
Thermal Power 9 0.5 0.17 0.48
Spent Nuclear Fuel 1 30 0.084 0.085
Non-equilibrium neutrinos 1 30 0.19 0.19
Mean energy per fission 4 0.13-0.25 0.090 0.090
Fission fractions (part. correlated) 36 5.0 0.25 0.63
LSNL 4 100 0.0081 0.0028
Individual 1.4 10

uncertainties and b) full treatment of the systematic un-
certainties. 100,000 pseudoexperiments generated for
each NMO revealed that n= \/|AT| provides a consist-
ent estimation of the median sensitivity. As 7~ approxim-
ately follows the y? function, we will further refer to the
test statistics as Ay?, and we obtain Ay?, = AT for As-
imov data after minimizing over all of the parameters in
the test statistic.

Although the statistical methods are primarily de-
veloped for estimating the NMO sensitivity, they can also
be utilized to estimate uncertainties on the oscillation
parameters that agree with the results in Ref. [44].

C. Systematic uncertainties

The free parameters of the analysis include Am3,,
Am3,, and sin’6,,, while sin®#6,; is constrained, as men-
tioned in the previous section.

The parameters describing the shape of the energy
spectrum of reactor antineutrinos are common for JUNO
and TAO. As the fit of the common spectrum is an im-
portant part of the analysis, multiple options are used. In
one case, the correction to the antineutrino spectrum is
applied with 400 bins with a width of 20 keV starting

from 1.8 MeV and a 100% uncertainty is applied via the
nuisance terms. In another case, the correction is applied
with a piece-wise exponential, defined on 149 segments
of varying width starting from 1.8 MeV. The widths of
the segments are selected to be as wide as 1.5 of the
width of the energy resolution of the TAO detector at cor-
responding EY*. A set of 150 parameters that control the
values at the edges of the segments are fit without con-
straints applied. Other options were also used during the
analysis, all yielding consistent results.

A summary of the systematic effects relevant for both
JUNO and TAO detectors is given in Table 6. The break-
down of the effects, exclusive to the JUNO and TAO de-
tectors, is presented in Tables 7 and 8, respectively. All
the uncertainties listed in these three tables are con-
sidered in the combined analysis. In the second column of
the tables, the number of uncorrelated or partially correl-
ated parameters is reported. The input uncertainty, shown
in the third column, corresponds either to the uncertainty
applied for the input parameter via the nuisance term or
the relevant spectrum when added to the bin-to-bin cov-
ariance matrix. The value from each systematic group is
propagated to the final event rate and shown in the last
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Table 7.

Summary of the systematic effects impacting only the JUNO detector. The input uncertainties represent the constraints ap-

plied to the relevant nuisance parameters or bin-to-bin uncertainties of the relevant spectrum. The rate uncertainties are given relative to

the expected IBD rate from the Taishan, Yangjiang, and Daya Bay reactors for the DAQ time required to reach 3¢ sensitivity to the

NMO. Curly braces {} indicate that the line provides a summary of a group of uncertainties, which are detailed below with extra in-

dentation. The number of parameters in a group is a sum of the numbers of parameters, corresponding to the next indent level. The

number of uncorrelated parameters is 13, and the number of partially correlated parameters is 340, which corresponds to the number of

bins. Some of the systematic effects are propagated via bin-to-bin uncertainties, which are combined for each bin, thus forming 340

bins in total. Round brackets () are used to indicate the individual sources of bin-to-bin uncertainties. The IBD spectrum shape uncer-

tainty from TAO is not used in the main analysis; therefore, its impact on the rate is not included in the total uncertainty.

Systematic effect

Number of parameters

Relative uncertainty (%)

Input Rate
JUNO systematic uncertainty {13+340} 1.4
sin26;3 1 3.2 0.13
Matter density (MSW) 1 6.1 0.062
Detector normalization 1 1.0 1.0
Energy resolution 3 0.77,1.6,3.3 5.4x1077
Background rates {7} 0.96
Accidentals 1 1.0 0.019
°Li/*He 1 20 0.37
Fast neutrons 1 100 0.23
BC(a,n)'0 1 50 0.058
Geoneutrinos 1 30 0.84
Atmospheric neutrinos 1 50 0.19
World reactors 1 2.0 0.046
Background shape 340 0.033
°Li/*He (340) 10 0.012
Fast neutrons (340) 20 0.0026
BC(a,n)'0 (340) 50 0.0053
Geoneutrinos (340) 5.0 0.026
Atmospheric neutrinos (340) 50 0.011
World reactors (340) 5.0 0.010
IBD spectrum shape uncertainty from TAO 340 1.3-45 0.35

and second-last columns (Table 6) as a ratio to the IBD
rate. The bin-to-bin (shape) uncertainties are defined as
corrections to the heights of corresponding histograms.
For example, the fast neutron relative shape uncertainty
O¢n. = 20% is applied to the fast neutron spectrum H'™ to
build the diagonal covariance matrix Vi = (6;, H™)?; the
bin-to-bin uncertainty due to the difference of the fission
fractions is applied to the IBD bins, etc.

The spectrum shape uncertainties are shown in Figs. 5
and 6 for the JUNO and TAO detectors, respectively.
These uncertainties are obtained by propagating the input
uncertainties to the final spectrum, computing the covari-
ance matrix via differentiation, and obtaining square roots
of its diagonal terms. These uncertainties are reported for
illustration purposes only as they are not used in the ana-

lysis directly. The diagonal part of the nonlinearity cov-
ariance matrix has visible oscillations, which are caused
by the interplay between neutrino oscillations, variation
in the spectrum due to nonlinearity, and choice of the bin
sizes. For TAO, the features due to the interplay of non-
linearity and bin sizes are less pronounced in the absence
of oscillations. The impact of the energy scale on the
TAO spectrum has a minimum at approximately 3.4
MeV, as it is expected to be close to the mode of the his-
togram. Its position is slightly offset to the higher ener-
gies owing to the asymmetry of the histogram. The min-
imum of the uncertainty due to the fiducial volume cut
has similar origins as the energy scale shift. The uncer-
tainty due to the fiducial volume cut is computed via MC
and thus contains fluctuations. The fluctuations are then
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Table 8. Summary of the systematic effects impacting only the TAO detector. The input uncertainties represent the constraints ap-
plied to the relevant nuisance parameters or the bin-to-bin uncertainties of the relevant spectrum. The rate uncertainties are given relat-
ive to the expected IBD from the Taishan reactor for the DAQ time required to reach 3¢ sensitivity to the NMO. Curly braces {} indic-
ate that the line provides a summary of a group of uncertainties, which are detailed below with extra indentation. The number of para-
meters in a group is the sum of the numbers of parameters corresponding to the next indent level. Some of the systematic effects are
propagated via bin-to-bin uncertainties, which are combined together for each bin, thus forming 340 bins in total. Round brackets () are
used to indicate the individual sources of bin-to-bin uncertainties. The uncertainties due to the fiducial volume cut are partially correl-
ated between the bins.

Relative uncertainty (%)

Chin. Phys. C 49, 033104 (2025)

Systematic effect Number of parameters
Input Rate
TAO {4+340} 10
Detector normalization 1 10 10
Energy scale 1 0.50 0.0018
Accidentals' rate 1 1.0 0.20
°Li/*He rate 1 20 1.2
Bin-to-bin 340 0.086
°Li/*He shape (340) 10 0.038
Fast neutrons (340) 0.36-5.0 0.016
Fission fractions difference (340) 0.35 0.023
Fiducial volume (340) 0.091-14 0.072
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Fig. 5. (color online) Shape uncertainties of the predicted spectrum of the JUNO detector, presented relative to the number of IBD
events from the Taishan, Yangjiang, and Daya Bay reactors in each bin for the DAQ time required to reach 3o sensitivity to the NMO.
The absolute uncertainties are obtained by generating simulated samples, where systematic parameters are varied based on their as-
sumed uncertainties, and obtaining square roots of diagonal elements of the resulting covariance matrices. The rate uncertainties of the
spent nuclear fuel and non-equilibrium corrections, as well as of the backgrounds, also distort the observed spectrum and are con-
sequently included in this figure. The square of the total uncertainty is the quadratic sum of all the individual uncertainties, except the
TAO based flux uncertainty, which is not used in the main analysis.
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Fig. 6.

(color online) Shape uncertainties of the predicted spectrum of the TAO detector, presented relative to the number of IBD

events from the Taishan reactor in each bin for the DAQ time required to reach 3¢ sensitivity to NMO. The absolute uncertainties are
obtained by generating simulated samples, where systematic parameters are varied based on their assumed uncertainties, and obtaining
square roots of diagonal elements of the resulting covariance matrices. The rate uncertainties of the spent nuclear fuel and non-equilib-
rium corrections, as well as of the backgrounds, also distort the observed spectrum and are consequently included in this figure. The
square of the total uncertainty is a quadratic sum of all the individual uncertainties.

propagated to the IBD spectrum and affect the energy
scale uncertainty.

D. Results

With the nominal configuration, statistical methods,
and uncertainty sources described in this work, we nu-
merically calculate JUNO's expected NMO sensitivity for
the Asimov dataset assuming JUNO and TAO start data
taking simultaneously. Because the three analysis groups
produce consistent |Ay2. | estimations within a relative
0.5% difference, only one result is shown here.

|Ax2,.| is slightly less than 9 for 6 years of reactor an-
tineutrino data at JUNO for both the normal and inverted
mass orderings. After 7.1 years of data taking with an as-
sumed 11/12 duty factor for the reactors (an exposure of
6.5 years x 26.6 GW,), JUNO has a median NMO sens-
itivity of 30 (3.10) for the normal (inverted) mass order-
ing. Figure 7 shows the median NMO sensitivity as a
function of JUNO and TAO data taking times for both
NO and IO hypotheses and for the cases with and without
systematic uncertainties. We find that the sensitivity is
primarily driven by statistical uncertainty, resulting in
Ax?,., approximately following a linear function of expos-
ure. This relationship enables converting variations in
Ax?,, into the corresponding adjustments of data-taking
time required to reach a median NMO sensitivity of 30.

The analysis is performed with the Asimov data pro-

duced with the oscillation parameters from PDG 2020
[13]. Note that the previous published sensitivity [47] of
JUNO was based on PDG 2014 [91]. To demonstrate the
effect of the variation in the oscillation parameters on the
NMO sensitivity, another study is performed by generat-
ing Asimov data with the oscillation parameters shifted
from the nominal values described in Section I. We scan
the oscillation parameters within +15% to cover the 3-
sigma region around their central values. We find that
|Ax2;,| is positively correlated with sin®6),, sin?6;3, and
Am3, and anti-correlated with Am3,. The right panel of
Fig. 7 shows the impact of the oscillation parameter true
values on the NMO sensitivity.

The energy resolution and exposure are crucial factors
for determining the NMO. We present the |Ay2. | con-
tours as a function of exposure and energy resolution in
Fig. 8. The top panel shows the dependence on exposure
for energy resolutions of 2.8%, 2.9%, and 3.0% at 1
MeV. The right panel shows |Ay2, | as a function of en-
ergy resolution, with the nominal exposure of JUNO
reaching a 3¢ significance. Although we have a more
realistic detector response model, the dependence is sim-
ilar to our previous study [47].

Table 9 shows the breakdown of the impact of the
systematic uncertainties on the NMO sensitivity for 7.1
years of data taking. The sensitivity is determined by cu-
mulatively considering the statistical uncertainty of the
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Fig. 7. (color online) NMO discriminator Ay?, as a function of JUNO and TAO data taking times for both NO (red) and IO (blue).

The horizontal black dashed lines represent 3¢, 40, and 50 significances. The solid lines are for the cases of full systematic uncertain-
ties, and the dashed lines are for the statistical-only case. The 11/12 reactor duty cycle is considered in the conversion of exposure to
the data taking time. We can observe that, after 7.1 years of data taking, JUNO can determine the neutrino mass ordering with 3o signi-
ficance when NO is true. If IO is true, it is 3.10 under the same exposure. We assume that JUNO and TAO begin data taking at the
same time. The right panel shows the sensitivity dependence on the true values of the oscillation parameters, evaluated by shifting the
values by 30 (of PDG2020 [13]) from the nominal values. The results are presented for the normal ordering for the exposure needed by
JUNO to reach 3o sensitivity.
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Fig. 8. Contours of [Ay?, | as a function of exposure and energy resolution at 1 MeV under the assumption of NO. The resolution is
scanned by varying a and fixing b = 0.64x 1072, ¢ =1.20x 10> MeV. The black, gray, and green contour lines denote 3o, 40, and So
significance levels, respectively. The top panel shows the time evolution of the |Ay?, | for the energy resolution of 2.8%, 2.9%, and
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x26.6 GWy, (data-taking time of 7.1 years with a reactor duty cycle of 11/12).
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reactor antineutrino sample and each source of systemat-
ic uncertainty. Only the rows with backgrounds and the
total sensitivity consider the statistical uncertainty of the
backgrounds, whereas the other rows consider only the
statistical uncertainty of the IBD sample. We can ob-
serve that the dominant systematics are the backgrounds,
reference spectrum uncertainty, and nonlinearity uncer-
tainty. If no external constraint is used for sin?6y3, Ay2,,
decreases by another 0.4 (0.2) for the case of NO (10).
Figure 9 depicts the importance of the TAO detector
in NMO sensitivity by considering alternative configura-
tions of the antineutrino spectral shape uncertainty, en-
ergy resolution, and exposure time. In a JUNO-only ana-
lysis without TAO, the NMO sensitivity diminishes as the
antineutrino spectral shape uncertainty increases, em-
phasizing the dependence of the sensitivity on the anti-
neutrino flux model. In contrast, the model-independent
analysis of JUNO+TAO maintains the sensitivity even
with antineutrino spectral shape uncertainty of larger than
100%, as long as TAO achieves a similar (3%) or better
(2%) energy resolution than JUNO. However, a TAO en-
ergy resolution at the level of Daya Bay detector (8.5%)
results in almost total loss of the NMO sensitivity in the
absence of external constraints on the antineutrino spec-
tral shape. TAO exposure is another important factor, and
the bottom panel of Fig. 9 shows that a running time of
few years is required to maximize the NMO sensitivity.

Table 9.
tainty on the NMO sensitivity. The sensitivity is determined

Relative impact of individual sources of uncer-

by cumulatively considering the statistic uncertainty of the re-
actor antineutrino sample and each source of systematic un-
certainty. The common uncertainty includes the systematic
uncertainties listed in Table 6. The TAO uncertainty includes
the systematic uncertainties shown in Table 8. The "|Ay2, |
change" column represents the decrease in |Ay2, | compared
with the value in the previous row. The other backgrounds in-
clude the atmospheric neutrino background, fast neutron back-
ground, and '3C(a,n)'O background. The total sensitivity
resulting from simultaneously considering all sources of error
is shown in the last row of the table. All uncertainties corres-
pond to an exposure to 6.5 years x26.6 GW thermal power for

JUNO.
Uncertainties |AX12nin| | A)(ﬁq .| change
Statistics of JUNO and TAO 11.5
+ Common uncertainty 10.8 -0.7
+ TAO uncertainty 10.2 -0.6
+ JUNO geoneutrinos 9.7 -0.5
+ JUNO world reactors 9.4 -0.3
+ JUNO accidental 9.2 -0.2
+JUNO °Li/®He 9.1 -0.1
+ JUNO other backgrounds 9.0 —-0.05
Total 9.0
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Fig. 9.

1
TAO exposure [years X 4.6 GW,]

(color online) NMO sensitivity examination under various configurations of antineutrino spectral shape uncertainty, TAO en-

ergy resolution, and exposure. Top: Nominal JUNO+TAO analysis results (marked as a star) use an exposure of 6.5 years x26.6 GWy,,
nominal TAO energy resolution (~2% at 1 MeV), and 100% antineutrino spectral shape uncertainty. The NMO sensitivity (red) is
scanned as functions of antineutrino spectral shape uncertainty. For cases of poor energy resolution, the NMO sensitivity is also calcu-
lated by changing the TAO energy resolution to the values of Daya Bay (~8.5% at 1 MeV) and JUNO (~3% at 1 MeV). Without the
TAO detector, the sensitivity of the JUNO-only case (black dot-dashed line) is also studied for comparison. Bottom: JUNO+TAO sens-
itivity versus TAO exposure time given a fixed exposure for JUNO in the cases of 100% antineutrino spectral shape uncertainty (black)

and free spectral shape (red).
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VI. CONCLUSION

JUNO and TAO detectors are in an advanced con-
struction stage and are expected to begin commissioning
in the near future. The JUNO detector, located 52.5 km
from the Taishan and Yangjiang reactors, will collect ap-
proximately 16 thousand IBD signals per year with a 20
kton LS target. The TAO detector will be placed 44 m
from one of the Taishan reactor cores, and it will meas-
ure the reactor antineutrino energy spectrum with negli-
gible neutrino oscillation. Their unprecedented energy
resolutions will enable it to make a precise measurement
of the antineutrino energy spectrum for identifying the
NMO.

In this study, the NMO sensitivity is assessed using
the most recent information available about the location
and overburden of the experimental sites, local and glob-
al nuclear reactors, responses of both detectors, signal
and background estimations, and systematic uncertainties.
Three independent analyses are conducted, all beginning
with the same common inputs and producing consistent
results on sensitivity. The median sensitivity to reject the
wrong mass ordering is found to be 3¢ with an exposure
to 6.5 years x26.6 GW thermal power, assuming the nor-
mal ordering is true. The corresponding data taking time
is 7.1 years, under the assumption of an 11/12 duty factor
for the reactors. If the inverted ordering is true, the medi-
an sensitivity is 3.1¢ for the same exposure.

This study focuses only on JUNO's sensitivity to the
NMO using reactor antineutrinos. However, it demon-
strated that incorporating external constraints on Am3,
from other experiments, as well as information from at-
mospheric neutrinos in JUNO, could enhance the NMO
sensitivity [47, 51, 52]. JUNO will play a unique role in
identifying the NMO by employing LS detector techno-
logy, without relying on matter effects or having any de-
pendency on ¢ cp and 6,;. Thus, these measurements will
be unique and have a high degree of complementarity to
those pursued by other experiments, increasing confid-
ence in NMO determination and enabling effective tests
on the three-neutrino framework.
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APPENDIX: DIFFERENCES BETWEEN
THE ANALYSES

The prediction of the expected spectrum follows the
methods described in Sections II and IV. The process of
prediction proceeds from neutrino energy E" to recon-
structed energy £° via a chain:

E' — E° (EV,COSH) _ Edep (Ee) _ Evis (Edep) - ETec (Ews) ,

kinematics

which, while closely related to the processes inside the
detector, is approximated in a treatment of the detector
effects, most notably of the gammas from the annihila-
tion.

More than 98% of the neutrino energy E" is conver-
ted to the positron energy E° in the IBD process [58, 92].
After annihilation with an electron, the total deposited en-
ergy E*P consists of the kinetic energy of the positron and
two electron masses, which are contributed by the two
gammas from the annihilation. At this stage, the differ-
ences in the detector response to the positron and gam-
mas are ignored. For the TAO prediction, the energy
leakage is considered during this step. Thereafter, by ap-
plying the distortion due to LSNL, different degrees of
quenching for the positrons and gammas [60] are con-
sidered. Finally, a finite energy resolution is considered
to provide the reconstructed energy E™°. The result rep-
resents the number of events in a histogram binned into
340 bins with 20 keV intervals in most of the energy
range, as shown in Table 5. Wider bins are used so each
of them can provide at least 500 events, ensuring that y?

annihilation+leakage LSNL

(A1)
resolution

[
is unbiased.

The core difference between the groups, denoted as
A, B, and C, lies in their way of handling the kinematics
of the IBD interaction. The generalized formulae for the
groups are shown in Equations (12) to (14). Here the
common items, e.g., the oscillation probability, are omit-
ted to simplify the description.

To estimate the number of IBD events N; in a particu-
lar £ energy bin i, each group uses a different method
of integration. Group A computes the triple integral (12)
of the differential IBD cross section do/dcosé and react-
or antineutrino spectrum S over the neutrino energy £,
reconstructed energy E™°, and cosd. It considers the en-
ergy smearing due to neutron recoil via the scattering
angle of the positron cosf, detector energy resolution,
and LSNL within conversion to reconstructed energy
E™ (E¥S (E%?(E*(E,co0s6)))). Group B uses the double
integral (13), which considers the neutron recoil-related
energy smearing and LSNL, defined within the conver-
sion of neutrino energy to visible energy
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EYs (E%P (E¢(E”,c0s6))). The energy resolution is con-
sidered via the energy smearing matrix C**. Group C
also computes the double integral (14), which considers
the energy conversion from neutrino energy to deposited
energy. The LSNL and energy resolution are applied via
the detector response matrix C.

TeC
i+

; 15MeV 1
Group A: N; = / dEreC/ dEV/ dcosd
Ere 1.8MeV -1

d
XS (E") —~_(E”,cos6) R(E* | E"),
dcosé

(A2)
B
Group B: N; = ZC[E;“/ dEV‘S/ dcosé
j Ef -1
do dEY dE%P
S(E)— (£, 0 _—,
x5 )dcose( cos )dEdeP dEVis
(A3)
Efj‘; 15MeV
Group C: N; = C,»‘/ dEdep/ dE”
EJ: ! E‘;CP 1.8MeV
do (E", E*)
XS (E”) ———~ (Ad)

d Edep

The matrices C** and C are built analytically based

on the Gaussian smearing with the resolution (7) and in-
terpolated LSNL curves (see Section I1.B). The IBD cross
section, reactor antineutrino spectrum, and relevant sys-
tematic uncertainties are shared between the JUNO and
TAO detectors. The integration is performed within bins
with a size of 5 keV, and the detector effects are applied
as matrices defined on the same intervals. Finally, the his-
tograms are rebinned into the final 340 intervals to estim-
ate the number of IBD events in each energy bin.

For the statistical methods, Group A is using Equa-
tion (10), as discussed in Section V.B. Group B uses the
same formula, but with the regular Pearson's definition of
the statistical uncertainties (Vyg); = u; instead of CNP.
For the nuisance term for the oscillation parameter,
sin?20;5 is used instead of sin?6,5.

Group C uses the ratio of Poisson functions for the
statistical part of the test statistic:

7.C (‘5, Sin2 2013 ) 779 Z)
- >, Dd
=2 (y;’(ﬁ, sin® 2613,7,0) — D¢ + D log T;)
: "
d,i
+/\/§sc (Sin2 29]3) +X§1uis. (fi) +X(2;orr.nuis. (Z) (AS)

The nuisance part in this case also contains all bin-to-
bin uncertainties.
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